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Linear dependencies in a vector space 
 
 

 

Definition 
 

Let each element x  of a vector space   be assigned a unique element y  of a vec-

tor space  . Then we say that in   is given an operator acting   in and having 
values in  , the action of which is denoted as xAy ˆ . 
In this case, the element y  is called the image of the element x  , and the element 
x  is called the preimage of the element y . 

 
 
 

Operators are usually divided into mappings, if  , and transformations, if  . 
 

In what follows, except in specially stipulated cases, it will be assumed that it is clear from the con-
text whether we are talking about a mapping or a transformation. 

 
 
 
 

 
 
 

Definition 
 

An operator xAy ˆ  is called linear if for any 21 ,, xxx  and any  number the 
equalities 

1. 2121
ˆˆ)(ˆ xAxAxxA       and  

2. xAxA ˆ)(ˆ    

are valid. 
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Examples 
 

1.  In the space of 2-dimensional vectors, a linear operator is the rule 

 

2

1

2221

1211

2

1







aa

aa
 , 

 

connecting the vector-preimage 
2

1




x  with the vector-image 
2

1




y . 

 
 2.  In the space of infinitely differentiable functions, a linear operator is the operation 

of differentiation, which associates each element of this space with its derivative 
function. 

 
 

3.  In the space of continuous functions, a linear operator is the operation of multiply-
ing a continuous function by an independent variable  . 
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Task 3.01 
 

Is the operator Â  that assigns to each element x  a fixed element a  a linear 
operator? 
 
 

 

Solution If the element is oa  , then Â  is a linear operator. Indeed, if Â  is linear, then, on the 
one hand, 
 

,)(ˆˆ)(ˆ aaaaAaAaaA   
 

but, on the other hand, 
 

.)()(ˆ:, oaaaaaaA   
 

 
Solution is found 
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Operations with linear operators 
 
 

 

Definition 
 

Linear operators A  and B  are called equal (which is denoted by BA ˆˆ  ) if 

xBxAx ˆˆ:  . 
 

The sum of linear operators A  and B  is the operator , denoted by BA ˆˆ  , which 
assigns to each element x  of a vector space Λ  an element  Ax Bx  . 

 
 

 

Lemma 
 

The sum of two linear operators is a linear operator. 

 

 
 

Definition 

 

The zero operator Ô  is the operator that assigns to each element x  of a vector 
space   the zero element of this vector space. 
 

 

Definition 

 

The opposite operator to the operator Â  is the operator, denoted by Â , for 
which   OAA ˆˆˆ   is true. 
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From the solution of Task 3.01 it follows that the zero operator is linear. It can also be shown that the 
operator opposite to any linear operator is also linear. 

 
 

 
 

 

 

Lemma 
 

For any linear operators  Â , B̂  and Ĉ , and the relations 
 

OAAAOA

CBACBA

ABBA

ˆ)ˆ(ˆ;ˆˆˆ

;)ˆˆ(ˆˆ)ˆˆ(

;ˆˆˆˆ







 

 
are valid. 

 
 
 
 

 

Definition 
 

The product of a number  by a linear operator Â  is an operator, denoted by Â , 
which assigns to each element x  of the vector space   the element )ˆ( xA .  

 
 
 

 

Lemma 
 

The product of a number by a linear operator is a linear operator for which the 
relations 
 

.ˆˆ)ˆˆ(

;ˆˆˆ)(

;ˆˆ1;ˆ)()ˆ(

BABA

AAA

AAAA












 

 
 
 

 

Theorem 
 

The set of all linear operators acting in a vector space   is a vector space. 
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Definition 
 

The product (composition, or superposition) of linear operators A  and B  is the opera-
tor, denoted by BA ˆˆ , which assigns to each element x  of the vector space   the ele-

ment )ˆ(ˆ xBA . 
 

 
 

 

Theorem 
 

The product of linear operators is a linear operator for which the relations 
 

.ˆˆˆˆˆ)ˆˆ(

;ˆˆˆˆ)ˆˆ(ˆ;ˆ)ˆˆ()ˆˆ(ˆ

CBCACBA

CABACBACBACBA




 

are valid. 
 
 
 
In the general case, the product of linear operators does not have the commutation property (or, 

in other words, the operators do not commute), that is ABBA ˆˆˆˆ  . 
. 

 
 

 

Definition The operator ABBA ˆˆˆˆ   is called the commutator of the operators Â  and B̂ . 
 
 

The commutator of commuting operators is the zero operator. 
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Task 3.02 
 

In the vector space of algebraic polynomials 



n

k

k
knP

0

)(  , find the commutator 

for the operators: Â , which associates a polynomial with its derivative function, and 
B̂  is the operator of multiplication of a polynomial by an independent variable. 
 
 

 

Solution Let us construct the operator ABBA ˆˆˆˆ  . For any )(nP  we have 
 

.)(ˆ

,)()(ˆ

0

1

0

1

1

0





































n

k

k
k

n

k

k
kn

n

k

k
k

n

k

k
knn

PB

k
d

d
P

d

d
PA










 

 

Wherefrom we obtain 

 

,)1())(ˆ(ˆ

,))(ˆ(ˆ

00

1

011

1

































n

k

k
k

n

k

k
kn

n

k

k
k

n

k

k
k

n

k

k
kn

k
d

d
PBA

kkkPAB







 

 

).(

)1()()ˆˆˆˆ(

0

00





n

n

k

k
k

n

k

k
k

n

k

k
kn

P

kkPABBA




























  

 
Therefore, these linear operators do not commute. 

 
 

Solution is found 
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In Task 3.02 it turned out that the action of the operator ABBA ˆˆˆˆ   on any element of the vector space 
of polynomials does not lead to a change in this element. Let us introduce a special name for such an 
operator. 

 
 

 

Definition 
 

 An operator Ê  is called a unit (or identity) operator if it assigns the same element to 
each element of the vector space, that is, 

 xxxÊ . 
 

 
 

The following relations hold: AAAEEA ˆˆˆˆˆˆ  , as well as linearity and uniqueness .Ê . 

 
 

 

Definition 

 
An operator B̂  is called the inverse of a linear operator A  (is denoted by A1 ), if 

EABBA ˆˆˆˆˆ  . 
 
 

 

 
 

 

Example In the vector space of functions )(f , having on ],[   the derivative of any order 

and satisfying the conditions ...,2,1,0;0)()(  kf k  , the differentiation operator 

d

df
fA ˆ  and operator 





 dffB )(ˆ  (the integration operator with a variable upper 

limit) are mutually inverse. 
 

Indeed, 
 

fEfdf
d

d
fBA ˆ)()(ˆˆ   







   and   fEfaffd
d

df
fAB ˆ)()()(ˆˆ   







. 
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Notes. 1.  Not every linear operator has an inverse operator. For example, the zero opera-

tor Ô  has no inverse. Indeed, let oxO ˆ  for all x , then for any B̂ : 
 

 xoxOBxOB )ˆ(ˆ)ˆˆ( , 
 

and, therefore, the equality EOB ˆˆˆ   does not hold for any B̂ . 
 
 

2.  The inverse operator, if it exists, is unique. 
 
 
3.  In the case of an infinite-dimensional vector space, the validity of the condition 

EBA ˆˆˆ   may not imply the fulfillment of the condition EAB ˆˆˆ  . 
 

This is the case, for example, in the space of polynomials 





n

k

k
knP

0

)(  

for a pair of operators Â  and B̂ , where B̂  is the operator of multiplication of a 
polynomial by an independent variable, and the operator Â  assigns to the poly-

nomial 


n

k

k
k

0

  the polynomial 



n

k

k
k

1

1 . 
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Coordinate representation of linear operators 
 
 

Let in n  be given a basis },...,,{ 21 nggg  and a linear operator Â  that is a mapping from  n  in m   

with basis },...,,{ 21 mfff . It is known that nx   there is a unique decomposition 
 





n

i
ii gx

1
,   that is   .

...
2

1

n

g
x






  

 

Similarly, in m  there is a unique decomposition xAy ˆ  for which, due to linearity, a representation 
of the form is valid 

.ˆˆˆ
11













n

i
ii

n

i
ii gAgAxAy   

 
Taking into account the possibility and uniqueness in space m  of a decomposition of the form     

],1[ˆ
1

nifgA
m

k
kiki 



 ,   we obtain that 

 

.
1 1
 
 











m

k
k

n

i
iik fy   
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On the other hand, if 

m

f
y







...

2

1

 is a coordinate representation of y in m , then we have the equal-

ity .
1




m

k
kk fy   Finally, due to the uniqueness of the decomposition of an element of a finite-

dimensional space by a basis, we obtain ],1[;
1

mk
n

i
iikk 



 . 

 
 

These relations allow us to find a coordinate representation of the images of elements of a vector 
space by the coordinate representation of the preimage. In this case, we note that each linear operator of 
the form mnA :ˆ  in a pair of specific bases is completely and uniquely described by a matrix of 
size with elements ik . 
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Definition 
 

 

 A matrix of size nm , the columns of which are formed by the components of the 
elements igÂ : 

,

...

............

...

...

ˆ

21

22221

11211

mnmm

n

n

fg
A






  

 
 is called the matrix of a linear operator Â  in the bases 
 

n
nggg },...,,{ 21     and   m

mfff },...,,{ 21 . 

 
 
 
 
 

In matrix form, the relations ],1[;
1

mk
n

i
iikk 



  have the form 
gfgf

xAy ˆ , which can 

be easily verified using their two-index notation: 
 

],1[;
1

11 mk
n

i
iikk 



 . 

 
 
The result obtained is formulated as 

 
 

 

Theorem 
 

There is a one-to-one correspondence between the set of all linear operators of 
the form mnA :ˆ  and the set of all matrices of size nm . 

 
 
 



LINEAR ALGEBRA      Umnov A.E., Umnov E.A. 
Theme 03 Seminars 2024/25 

 

13 

 
 
 
Task 3.03. In the vector space of algebraic polynomials of degree no higher than n , of 

the form 



m

k

k
kmP

0

)(   with a basis },,,,1{ 2 n  , find the matrix of 

the differentiation operator 
d

d
D ˆ  with respect to the variable  . 

 
Solution: 1) The dimension of the vector space of algebraic polynomials of degree no 

higher than n  is equal to 1n . And the differentiation operator acting in this 
space is a linear transformation. 
 
 

2) The image of the basis element k  under the action of the differentiation 
operator for nk 1  will be the function 1kk , and for 0k  - a polyno-
mial equal to 0 at  . 
 
 

3) По  By definition, the columns of the matrix of the operator are the coor-
dinate columns of the images of the basis elements. And for the image of the 

1k -th basis element, the coordinate decomposition has the form 
 
 

nkkk kk    00010 11  . 
 
 

Therefore, the desired matrix will be 
 

000000

00000

010000

000000

000200

000010

ˆ















n

n

D


  

 
 

Solution is found 
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Task 3.04. In the vector space of square matrices of the second order 
76

12




A , a 

transformation M̂  is defined by the formula XAXMY  ˆ , where 

76

12




A , and the matrix Y  is the image of the matrix X  under this 

transformation. 
 

It is required to find the matrix of this transformation in the standard basis 
 4321 eeee , for which 

10

00
,

01

00
,

00

10
,

00

01
4321  eeee . 
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Solution: 1) We have: the dimension of the vector space of square matrices of the sec-

ond order is 4, and the linearity of this transformation follows from the prop-
erty of distributivity of matrix multiplication: 

 

 
221122112211 YYXAXAXXA    

 

2) The coordinate representation (coordinate column) of an element in the 

vector space of square matrices of the second order of the form 
2221

1211




 is 

a 4-component column 

22

21

12

11






. The coordinate representation of a linear trans-

formation in this space will be a square matrix of the 4th order, the columns 
of which are the coordinate representations of the images of the basis ele-
ments. 
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3) Let's find these representations. We have 

7

0

1

0

ˆ
06

02

10

00

76

12
ˆ

0

7

0

1

ˆ
07

01

01

00

76

12
ˆ

6

0

2

0

ˆ
60

20

00

10

76

12
ˆ

0

6

0

2

ˆ
06

02

00

01

76

12
ˆ

44

33

22

11




















































eMeM

eMeM

eMeM

eMeM
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4) From the obtained coordinate representations of the images of the basic 
elements, we compose the desired transformation matrix M̂  
 
 

7060

0706

1020

0102

ˆ








e

M  

 
 
Solution is found 
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Operations with linear operators in coordinate (matrix) form 

 
 

We will further consider operators of the form nnA :ˆ , i.e. linear transformations acting in n  
with a basis },...,,{ 21 nggg , the matrix of which is square, of order n . The previously introduced opera-

tions with matrices allow us to describe operations with linear operators in a specific basis in the fol-
lowing form 

 

1. Comparison of operators:                  
gg

BABA ˆˆˆˆ  . 

 
 

2. Addition of operators:                  
ggg

BABA ˆˆˆˆ  . 

 

3. Multiplication of an operator by a number:   
gg

AA ˆˆ   . 

 

4. Product of operators:              
ggg

BABA ˆˆˆˆ  . 

 

5. Inversion of operators:          
11 ˆˆ  

gg
AA . 

 
 

 

Corollary 
. 

The dimension of the vector space of linear mappings of the form mn   is 
equal to nm . 
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Change of the matrix of a linear operator when changing the basis 
 
 

Let us find out how the matrix fg
Â  of a linear mapping mnA :ˆ  changes when changing the 

bases. Let in n  be given two bases },...,,{ 21 nggg  and },...,,{ 21 nggg  , connected by the transition ma-

trix G , and in - two bases },...,,{ 21 mfff  and },...,,{ 21 mfff   with the transition matrix .F  Find the 

relation connecting fg
Â  and gf

A


ˆ . 

 
In this case, the following holds 

 
 

 

Theorem 
 

The matrix of a linear operator gf
A


ˆ  in the bases },...,,{ 21 nggg   and },...,,{ 21 mfff   

is connected with the matrix of the same operator fg
Â  in the bases },...,,{ 21 nggg  

and },...,,{ 21 mfff  by the relation  
 

GAFA
fggf

ˆˆ 1


 . 
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Corollary 
 

The matrix of a linear transformation changes according to the rule when moving 

from basis },...,,{ 21 nggg  to basis },...,,{ 21 nggg   in n  
 

SASA
gg

ˆˆ 1


 . 

 
 

 The determinant of the matrix of a linear transformation does not depend on the 
choice of basis in n . 

 
 
 
 
 

 
 

Indeed, from   )ˆ(detˆdet
1

SASA
gg




 ,  due to 

 

))(detˆ)(detdet()ˆ(det
11

SASSAS
gg

        

and   

   
S

S
det

1
det

1 
,   where   ,0det S  

we obtain that,    
gg

AA ˆdetˆdet 


. 
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Domain and kernel of a linear operator 

 
 

Considering a linear operator acting in a vector space as a generalization of the concept of a function, 
it is natural to raise the question of the domain and range of linear operators. 

 
By the domain of a linear operator A  we will understand the set of images of all elements x , 

that is, elements of the form xÂ . In this case, it is obvious that for any linear operator its domain coin-
cides with  . 

 
 

The answer to the question: “What is the domain of a linear operator?” is given by 
 

 

Theorem 
 

Тогда Let Â  be a linear operator acting in a vector space  . Then 

1.  The set of elements  xÂ x   is a subspace in  . 

2.  If, in addition n , with a basis },...,,{ 21 nggg , then the dimension of 

this subspace is equal to 
g

Ârg . 
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Corollary 
 

The dimension of the range of a linear operator Â  acting on some subspace of a 

vector space   does not exceed )dim(  . 
 
 

 

Another important characteristic of a linear operator Â  is the set of elements of the vector space   

called the kernel of the linear operator Â  and denoted by Âker . 
 

 

Definition 
 

The kernel of a linear operator Â  consists of elements ,x  such that oxA ˆ . 

 
 
 

 

Theorem 
 

If n  and rA ˆrg , then Âker  is a subspace of n   and rnA )ˆkerdim( . 
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Task 3.05. Let in the bases  

4
4321

1

0

0

0

0

1

0

0

0

0

1

0

0

0

0

1























 eeee  

and 3
321

1

0

0

0

1

0

0

0

1

















 ggg  

the matrix of a linear mapping 3
ˆ

4 
A

 have the form 

2120

1111

1031
ˆ







ge
A . 

 
It is required to find the bases both in the kernel and in the range of values of 
a given linear mapping Â . 
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Solution: 1) By definition, the kernel of a linear operator Â  is the set of all elements x  
such that oxA ˆ . Moreover, in a finite-dimensional space, this equation can be 

written in matrix form oxA ˆ , which for the problem being solved will be 

 



















.022

,0

,03

0

0

0

2120

1111

1031

432

4321

421

4

3

2

1










 

 
The general solution of the last homogeneous system of linear equations has the 
form 

2121

4

3

2

1

,

1

2

0

1

0

2

1

3















  

 
and is a description of the kernel, the mapping specified in the problem statement. 
 
As is known, this kernel is a vector space. In this case, the basis in the kernel can 
be a fundamental system of solutions, for example, a pair of elements 
 



















 


1

2

0

1

,

0

2

1

3

. 
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2) The set of values of a linear mapping, according to the definition, has the form 
 xxAy ˆ . In the finite-dimensional case, this equality takes the form 

xAy ˆ , which for the problem being solved leads to a system of linear equa-

tions 




















.22

,

,3

2120

1111

1031

3432

24321

1421

4

3

2

1

3

2

1














 (I) 

Here 

3

2

1





 is the coordinate representation of an arbitrary element 3y . 

 

Now note that the set of values of the mapping Â  is the set of all 3y  those for 
which system (I) is consistent. We will find this set using the Kronecker-Capelli 
theorem. 
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First, we will reduce the extended matrix of system (I) to a simplified form by suc-
cessive elementary transformations. To do this, it is sufficient to subtract the sum 
of the first two from the third row and write the result in place of the third. We ob-
tain 
 

321

2

1

3

2

1

|0000

|1111

|1031

~

|2120

|1111

|1031


















 

 

Since elementary transformations do not change the ranks of matrices, it is obvious 
that the rank of the main matrix of system (I) will be equal to the rank of the ex-
tended one if 0321   . And this, according to the Kronecker-Capelli 

theorem, means the compatibility of system (I). 
 
The last equality specifies the desired set of values of the linear operator Â . It can 
be considered as a homogeneous system consisting of one equation with three un-
knowns, the general solution of which has the form 
 

2121

3

2

1

,

1

1

0

0

1

1






  . 

Its fundamental system of solutions (for example, columns 
0
1
1

  and 
1
1
0

) can be 

taken as a basis in the set of values of the linear mapping Â . 
 
 

Solution is found 
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When solving problems, it should be taken into account that in the finite-dimensional case, for the 
chosen basis, the matrix of the linear operator exists and is unique. Therefore, any method can be used 
to construct it, including selection. 

 
 For example, let in 4  a linear transformation map four linearly independent elements 

 4321 ,,, xxxx  to four elements  4321 ,,, yyyy , respectively. 
 

And let the columns of the matrix X  be the coordinate representations of the elements 

 4321 ,,, xxxx  in some (for example, standard) basis, and the columns of the matrix Y  be the coor-

dinate representations of the elements  4321 ,,, yyyy . 

 
Then, based on the definition of the product of matrices, it can be shown that in this basis the trans-

formation matrix Â  must satisfy the equalities 
 

XAY ˆ     or    
1ˆ 

 XYA . 
 

As was shown in Theme 01, the product 
1

XY  is conveniently calculated using the following 

scheme: 
 

1)  We form a combined matrix XY | .  

2)  We reduce the right submatrix to the identity matrix by some set of elementary trans-
formations. 

3)  We change the left submatrix by the same set of elementary transformations. 
 

Then the desired product appears in place of the left submatrix 
1ˆ 

 XYA . 
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Types of linear mappings 
 
 

As already noted, in cases where the range of the operator does not belong to the domain of defini-
tion, we should talk about a mapping. For mappings, special cases of so-called bijective, injective and 
surjective mappings are also distinguished. Let us consider these cases in more detail. 

 
 

 
Definition 
 

 

A mapping  yxxAy ,,ˆ  of a set  to a set  is called injective (or in-

jection) if the condition 21
ˆˆ xAxA   implies 
x x x x1 2 1 2 , ,  . 

 
 

 
A mapping  yxxAy ,,ˆ  of a set   onto a set   is called surjective (or 

surjection) if each element of   has a preimage in  . 
 
Finally, a mapping that is both injective and surjective is one-to-one, or a bijection. 
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Examples of mappings of different types 
 
 

 

Mapping type 
 

 

Injective 

 

Non-injective 

 
 
 

Surjective 
 
 
 

 

 
 

 

 
 

 
 
 

Non-surjective 
 
 
 

 

 
 

 

 
 

 
 

In the case of injection, the set of all values of the operator  yxxAy ,,ˆ  may not coincide 
with  . 

In the case of surjection, the preimage of any element of   always exists in  , but, generally speak-
ing, it is not unique 
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Note also that in the finite-dimensional case, surjectivity of a mapping mnA :ˆ  means that the 

condition m  is satisfied, and injectivity means that the condition  oA ˆker  is satisfied. An al-
ternative form of the conditions of injectivity and surjectivity in the finite-dimensional case is given by 

 
 

 

Theorem 
 

The rank of the matrix of a linear operator that is a surjective mapping is equal to 
the number of its rows, and the rank of the matrix of an injective mapping is equal 
to the number of its columns. 

 

 
 
In other words, for mnA :ˆ  injectivity is equivalent to the satisfaction of the equalities 

nA n

fg
 )dim(ˆrg , and surjectivity is equivalent to mA m

fg
 )dim(ˆrg  . 
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Task 3.06 
. 

Linear mapping Â : 33  : in some basis is given by matrix 
753

432

321
ˆ A . 

Find its kernel and set of values. Find out whether this mapping is injective or sur-
jective. 
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Solution. 1. Let 

3

2

1





x  and 

3

2

1





y  be coordinate representations of the preimage and image 

of the operator xAy ˆ , respectively. Then the kernel is the set of elements such that 

oxA ˆ , is defined in the coordinate representation by a system of linear equations 
 

oxA ˆ    or   












,0753

,0432

,032

321

321

321

 

whose general solution is 

1

2

1

3

2

1






. 

 
From this we conclude that the kernel of a linear mapping Â  is the linear span of an 

element 
1

2

1

 , and since it does not consist only of the zero element, this mapping is 

non-injective. 

 
 
 
 

The same conclusion can be reached by taking into account that 
 

32

000

210

321

rg

753

432

321

rg  , 

 
where 3 is the number of columns of the mapping matrix. 
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2.  The range of a linear mapping Â  consists of elements ,y  such that  xxAy ˆ . In 
coordinate form, the membership of an element y  in the range means compatibility of the 
system of linear equations 

3

2

1

3

2

1

753

432

321









 . 

Therefore, we need to find out for which values 321 ,,   this system of linear equations is 

compatible. This can be done, for example, using the Kronecker–Capelli theorem, by com-
paring the ranks of the main and extended matrices of this system.  
 
Then, from the condition 

 

2

753

432

321

rg

000

2210

321

rg

753

432

321

rg

321

21

1

3

2

1














 

 

we find that for compatibility it is necessary and sufficient that 0321   , which, in 

turn, means that the range of the mapping A  consists of elements of the form 
 
 

2121

3

2

1

,

1

0

1

0

1

1









 , 

 

which are solutions of the equation 0321   . 

 

 Finally, we note that since not every element 
3y  has a preimage in 3 , this 

mapping is not surjective. 
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Linear forms 
 
 

In conclusion, let us consider a simple, but important for practice, special case of a linear mapping of 

the form }{:ˆ 1
ˆ


A

A . Here, the result of the action Â  on the element x  can naturally be denoted 

functionally as )(xf , i.e. )(ˆ xfxA  . 
 
A dependence of this type is called a linear function, a linear functional, or a linear form, since the 

set of values is numerical. 
 
It is important to remember that in the finite-dimensional case, i.e. for n , the transformation 

matrix has, by virtue of formula (1), the size n1 , i.e. is a n component row. This follows from our 
(previously made) choice of the n component column as a coordinate representation of the element of 
space n . 
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The formula for finding the values of a linear form nxxf R)(  in n  is an ordinary linear 

function of n  numerical variables. Indeed, let the coordinate column be in the basis 
n

nggg },...,,{ 21 , 
and the values of the form on the basis elements be ],1[)( nkgf kk  , which yields 

ngg
fA  21

ˆ  . Then 

gg

n

k
kk xfxf

T

1

)( 


 . 

 
 

Task 3.07:  Let  n  be a vector space of algebraic polynomials 3
4

2
3214 )(   Px  

of degree no greater than 3, with a basis of the form 
})(,)(,)(,1)({ 3

4
2

321   gggg , and let the linear form be a definite in-

tegral of the polynomial in the range from 0 to 1. Find the coordinate representation of 
this form in the given basis. 
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Solution:   In this case 
1

0

4 )()(  dPxf , and the desired coordinate representation of the linear 

operator }{:ˆ 14 A  is a four-component row of the form 
 

)))((()))((()))((()))((( 44342414  gPfgPfgPfgPff
g
 .     

 
Specifically 

.
4

1
)))(((

,
3

1
)))(((

,
2

1
)))(((

,11)))(((

1

0

3
24

1

0

2
24

1

0

24

1

0

14

























dgPf

dgPf

dgPf

dgPf

 

Where does the answer to the task follow:  
4

1

3

1

2

1
1

g
f . 

 
 
Solution is found 
 


